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Abstract 

Development and application of the hybrid parallel evolutionary-conjugated grndient algorithm for searching for new, 
stable atomic arrangements of the two-dimensional graphcne-like carbon lattices was described in this paper. The main 
goal of the optimization is to find stable arrangements of carbon atoms under imposed conditions (e.g. density, shape and 
size of the unit cell). Such configurations correspond to the minimal values of the total potential energy oftbe atomic sys­
tem. Thus, the fitness function is forumlated as the total potential energy of the atoms. Interactions between carbon atoms 
are modeled using Adaptive Intermolecular Reactive Bond Order potential. The parallel approach used in computations 
allows significant reduction of computation time. Validation of the achieved results and example of the model of new 2D 
material obtained using presented method were presented in this paper. The numerical scalability tests of the algorithm 
were performed on the IBM BlueGcne/Q supercomputer. 

Key words: nano-scale modeling, carbon materials, AIREBO potential, evolutionary algorithm, conjugate gradient mini­
mization, parallel s9mputing 

1. INTRODUCTION 

Carbon bas many allotropes: the ones occurring 
naturally such as diamond, graphite and amorphous 
phase, as well as numerous synthetic structures like 
graphene, nanotubes and their derivatives. This phe­
nomenon is caused by existence of carbon atoms in 
various hybridization states i.e. atoms of carbon wi~h 
different electronic configurations, which determine 
types of bondings, angles between them and spatial 
arrangement of neighboring atoms. 

In the recent years, graphene and similar two­
dimensional materials are the subjects of particular 
interest of researchers (Cranford & Buehler, 2011; 
EnyashiJ.1 & Jvanovskii, 2011; Narita et al., 2000; 
Peng et al. , 2012; Scarpa et al., 2009) because of 
unique electronic, thermal and mechanical properties 

of such structures. Additionally, two-dimensional 
graphene-like materials can be used to create anoth­
er, more complex class of nanostructures, like nano­
tubes. 

Two~dirnensional graphene-like mate1ials can be 
considered as peliodic, flat atomic networks, made 
of stable configurations of carbon atoms in certain 
hybridization states. It can be observed (figure 1), 
that each flat carbon network consists of certain 
parts like benzene rings (or other polygonal ele­
ments) and acetylenic linkages of different length 
connected and replicated periodically in each crys­
tallographic direction. Tb.us, depend on arrangement 
of the considered structure, rectangular or triclinic 
unil cell of given size and atomic density can be 
identified in the each type of the flat periodic net­
work. An overview of such structures (like graphyne 
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and supcrgraphene), along with detailed description 
and investigation of their structural and electronic 
properties using thight-binding method can be found 
in the work by Enyashin and Ivanovskii (2011). The 
stress-strain relations and mechanical properties 
were obtained by Mrozek and Burczynski (2013). 

recently appJicd to deaJ with similar problem of 
minimization of the potential energy of the atomic 
clusters (small, isolated atomic systems). Historical­
ly, the first group of the methods is based on search­
ing of the PES, combined with simulation of the 
certain physical processes, e.g. Random Searches 

and Monte Carlo (MC) Simulated 

Fig. J. Two-dimensio11a/, periodic carbon networks: grapheme {a), supergrt1p/ie11e (b), 
struclllres made from distorted hexagons (c) and dodecagons (d). 

Annealing (Lloyd & Johnson, 1998) 
and Basin Hopping Monte Carlo 
(Wales & Doye, 1997). The second 
group of computational intelLigence 
methods is inspired by biological 
mechanisms, present in natural envi­
ronment and Live organisms. The 
bio-inspired optimization methods 
of atomic srructures, such as Genetic 
Algorithm (Roberts et al., 2000). 
Artificial Immune System (AIS I 
(Shao et a.I., 2004), and Particle 
Swarm Optimization (PSO) (Zhou 
et al., 2008) have become very pop­
ular in last years. Both of them give 
high probability of finding global 
minimum on the PES, however cf-

Many examples of theoretically-predicted, two 
dimensional grapbene-like materials, their periodic, 
modular structure suggest that potentially another, 
similar stable constructions can be built. In the com­
bination with unique properties of the two­
dimcnsiona l graphene-like materials, these facts 
became an inspiration to develop the method for 
finding new types of stable flat carbon networks. 
Such algorithm was proposed by authors and pre­
sented in this paper, along with validation of the 
achieved results and numerical examples. 

Since the stable configurations of atoms corre­
spond to the global (or local - fo the case of isomers) 
minima on the Potential Energy Surface (PES), such 
a task can be considered as an optimization problem. 
However, searching for the global minimum on the 
PES is a non-trivial, NP-hard problem, because the 
number of local minima increases almost exponen­
tially with the number of atoms in lhe considered 
structure. 

Full quantum ab-initio methods, due to higb 
costs of computations, are usually applied to the 
relatively small atomic systems. On the other hand, 
classical optimi:aition methods (e.g. gradient-based 
ones) have problems with more complex, multimod­
al functions and reveal tendencies to stuck in local 
minima. That is wby many various heuristic and 
artificial intelligence-based approaches have been 

fecti veness is ransomed by long 
time of computations. 

Authors of this paper successfully implemented 
set of bio-inspired algorithms: Distributed Evolu­
tionary Algorithm (EA) (Mrozek et al., 2005), AlS 
and PSO (Mro7.ek et al., 2010) for fovestigation of 
small al.uminium clusters with pair-wise Morse and 
MWTcU-Mourarn potentials. 

Searching for new two-dimensional, graphene­
like structttres can be performed in the same manner. 
however needs more sophisticated interatomic inter­
action model, so caUed bond-order potential, should 
be applied. The bond-order potential is able to han­
dle various hybridization states of carbon atoms. 
allowing creation of bondfogs with proper, neigb­
borhood-dcpcndent geometry. Additionally, in op­
posite to the isolated for environment atomic clus­
ters, new algorithm should impose periodicity of the 
created structure. 

Proposed and presented fo this work hybrid algo­
rithm combines Parallel Evolutionary Algorithm. 
prepared by the authors, and conjugated-gradient 
optimization, built-in LAMMPS software package 
(Lammps, 2014) which assists forming of the new 
atomic configuration. Bchavior and potential energy 
of carbon atoms is determined using Adaptive In­
termolecu lar Reactive Bond Order (AIREBO) poten­
tial, as developed by Stuart et aL (2000). Presented 
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algorithm has modular construction, thus each com­
ponent can be replaced with functional equivalent 
(e.g. EA with AIS, gradient optimization with :mo­
lecular dynamics, etc.) or adapted to use on new 
computer architectures. It should be noted that rou­
tines built-in LAMMPS program are effectively 
parallelized and can be used on multiprocessor com­
puters (using MPI), as well as on GPUs (via 
CUDA). Proposed method can be extended to opti­
mization of the three-dimensional molecular struc­
tures and may be considered as an alternative ap­
proach to existing ones such as the ab-initio!PSO 
algorithm called CALYPSO (Wang et al. , 2010). 

Presented work, is a continuation of author's in­
vestigations and modeling of atomic systems 
(Mrozek & Burczynski, 2013) and developed ver­
sion of approach applied to the minimization of en­
ergy of atomic clusters (Mrozek et al., 2010). In the 
following chapters of this paper, proposed algorithm 
was described in detail, along with necessary valida­
tion of the resnlts and numerical example. 

The parallel version of algorithms for IBM 
BlueGene/Q supercomputer were implemented. The 
results of scalability tests for up to 512 cores are 
presented in the paper. 

2. HYBRID EVOLUTIONARY-GRADIENT 
OPTIMIZATION METHOD 

Proposed method incorporates two optimization 
techniques: the heuristic Evolut!onary Algorithm 
(EA) and classical Conjugated Gradient (CG) rou­
tine. The EA (Michalewicz, 1996) mimics the mech­
anisms well-known from biological evolution of 
species, i.e. EA process the population of individu­
als .. In this application, like in most practical cases, 
the inclividuals contain only one chromosome with 
vectors of genes (so-called design variables). The 
floating point representation of genes is used in op­
timization algorithm (Kus & Bmczynski, 2008). The 
genes (gl , ... ,gm) are the real-valued Cartesian coor­
dinates of each atom. The range of coordinates is 
constrained by dimensions of the nnH cell of newly 
created atomic Lattice . Thus, the total number of 
design variables (genes) equals 2m, where 2 is the 
dimension of the problem and m denotes the number 
of atoms. Such construction is schematically pre­
sented (for three dimensional case) in figure 2. 

In the initial population, each individual repre­
sents certain, constant number of atoms with random­
ly generated coordinates placed in the area of the unit 
cell with periodic boun~aries . Dimensions and type 
(rectangular or t1iclinic)' of the unit cell, as well as 
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number of atoms, ¥e the part of set of the parameters 
of the simulation. Such approach allows regulation of 
atomic density of created structure. It should be not­
ed, that periodicity of the atomic structure significant­
ly reduces number of design variables. 

unit cell 

r ........ n ......... 1 
~ ~ 

!2() 

yki..••••••O<••········' 

x 

gene 

: 

Fig. 2. Constroction of the chromosome. 

coordinate 

The fitness function is formulated as the total 
potential energy of the considered atomic system, 
i.e. sum over all potential energies of particular 
atomic interactions given by equation (1). Choosing 
the proper interaction model is crucial for this kind 
of task. Tn the presented case, potential energy, as 
well as neighborhood-dependent behavior of the 
carbon atoms is determined using Adaptive Intermo­
lecular Reactive Bond Order (AIREBO) potential 
(Stuart et al., 2000), an extended REBO (EREB°) 
model proposed by Brenner et al. (2002) with addi­
ti.onal torsion (ETORSION) and long range terms (E"): 

FF=~~( E:"'° + E;' + ,~)1., Ef!f''""' J (!) 

Application of AIR.EBO potential has a draw­
back, because this kind of model treats the long range 
interactions in the simplified way, using Lennard­
Jones-like function (Eu term in equation 1) for com­
putation of interactions of this type. Other, more ac­
curate, approach of modeling carbon-carbon interac­
tions can be applied: e.g. ReaxFF model, based on the 
first-principles calculations, developed by Chenoweth 
et al. (2008) or second generation Long-range Carbon 
Bond Order potential (LCBOPII) (Los et al., 2005). 
However, the AIREBO potential is fitted to handle 
different spatial configurations and hybridizations 
types of carbon atoms and is computationally more 
effective than the ReaxFF approach, which requires 
additional equilibration of the atomic charge every 
certain number of iterations (Rappe & Goddard, 
1991; Nakano, 1997). Additionally, application of the 
AIREBO potential to the examination of mechani.cal 
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properties of various two dimensional graphene-like 
materials bas been aJrcady performed by Mrozek and 
Durc:tynski, (2013) yields good agreement with re­
sults obtained by other researchers. 

It should be noted, that the way of generation in­
itial positions of the atoms may results in very small 
distances between them, or even overlapped atoms. 
Such configurations have high potential energies and 
arc very unstable. Similar phenomenon may occur 
after mutation and crossover operations, preformed 
by EA. That is why initial and offspring populations 
have to be equrnbrated, i.e. potential energy has to 
be mi11imized by correction of the positions of the 
atoms, before lhc fil'st run of tbc EA The coordi­
nates of atoms are transferred to the LAMMPS pro­
gram and the equilibration process is performed 
using potential energy minimization routine based 
on the Polak-Ribierc CG algorithm (Press et al., 
2007). The minimized functional was defined in the 
same way as the fitness function ( l ), used in EA 
Stich approach, combined with bond order potential, 
ensures that structure is not only properly equilibrat­
ed, but additionally spatial configurations of atoms 
conform the rules characteristic for the molecular 
geometry of flat carbon networks. The periodicity of 
newly-created structure is also guaranteed by this 
routine, as well as proper boundary conditions, im­
posed on the unit cell. 

START 

After the conjugated-grad~cnt minimization, the 
total potential energy ( i.e. (jtness function) is com­
puted for each individual in the population. This part 
of algorithm is also handled by the LAMMPS. 

The CG optimi7.ation is the most time­
consuming part of the algorithm. To overcome lhis 
problem, authors decided to parallelize proposed 
algorithm and make it suitable for running on the 
multiprocessor computers (Kus & Burczytislci, 
2008). Thus, the population is scattered into certain 
number of parts using MPI library. ln the next step, 
each part is further processed in parallel way·using 
dedicated instance of LAM MPS running on separate 
node of the computer. 

Such minimized atomic structures, along wilh 
estimated values of fitness function are gathered 
together and imported lo EA. The EA performs se­
lection and invokes evolutionary operators like mu­
tation and crossover. The selection chooses chromo­
somes for a new parent subpopulation taking into 
account values of the fitness fw1ction. Evolutionary 
operators change chromosome's genes and create 
new cltromosomes for the offspring population. The 
uniform and Gaussian mutations, the simple crosso­
ver and ranking selection were implemented in pre­
sented algorithm (Kus & Burczytiski, 2008). 

The main hybrid evolutionary-gradient algo­
rithm works in iterative way: the offspring popula­
tion is scattered into parts again, exported to the 

eonj ugatcd-gradient mmuruzer 

multiple instances of LAMMPS run in parallel built-in LAMMPS. In the subse­
quent step all the data are gath­
ered and exported to the EA. 

generation of 
initial population 

conjugate gradient 001'4ugate i;.ndient conjugate gradient 
minim. & fitness minim. & fitness • minim. & fitness 
function evaluation function evalualton function evaluation 

e'IOIOUonary Evolutionary 
selection 

is tenninaOon 
condition satisfied ? 

N 

Algorithm 

STOP 

Fig. 3. Block diagram of hybrid parallel evolutionmy optimization algorithm. 
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which perform selection of indi­
viduals and other evolution oper­
ations. These steps are repeated 
until the stop condition is oOl 

satisfied. The stop condition can 
be formulated as given maximum 
munber of iterations or lack of 
improvement of the fitness func­
tions during certain time interval 
The flowchart of the Hybrid Par­
allel Evolutionary Algorithm is 
presented in figure 3. 
Algorithm in the form presented 
in figure 3 is dedicated for opti­
mization rather small atomic 
systems (up to tens of atoms). 
However, since the computation-
al routines built-in LAMMPS 
software package, including CG 



energy minimization, are parallelized itself, it is 
possible to adapt described method to work effec­
tively even with large, three dimensional structures. 
It can be done by the additional domain decomposi­
tion of each atomic system (individual) and running 
CG in parallel on the cores of each computational 
node. Parallelization in LAMMPS can be performed 
in classical manner, using MPI or OpenMP libraries, 
as weU on GPUs, using CUDA. Such massive­
parallel allows application of presented method to 
run effectively on supercomputers or new computer 
architectures. 
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yashin & Ivanovskii, 2011). It should be noted, that 
presented configuration of the unit cells (shown in 
figure lb and le, respectively) is non-unique and 
represents only one of the possible variants. It is an 

important fact, since proposed algorithm works on 
unit cells with given shape and atomic density. The 
results of validation, as well as examples of the ob­
tained new carbon-based structures were presented 
and described in the following chapter. In the all of 
presented cases the population consists of l 00 indj­
viduals. The probabilities of mutation and crossover 
operations were equal to 10%. Supergraphene (fig­
ure lb) has a honeycomb structure, similar to gra­
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bonds were replaced with acetylenic 
linkages, thus contains sp2 and sp1 hy­
bridized atoms. Progress of energy min­
imization in function of iterations of 
evolutionary algorithm was presented in 
figure 4. The final structure of the super­
graphene (figure Sa) was obtained in 
34tb generation. Triclinic unit cell 
(10Ax6A), along with bond lengths, was 
shown in figure Sb. For comparison, the 
bond lengths computed using tight bind­
ing method (Enyashin & Ivanovskii, 
2011) equals to l.248A between sp1

- sp1 

atoms and l.402A in the case of s/- sp2 

bonds. Analogical distances, time­
averaged duiing run of classical Molecu­
lar Dynwcs (MD) with the same 
AIREBO potential, were equal to l .33A 
and 1.39A, Tespectively (Mrozek & Bur­
czynski, 2013). 

The second structure, used for test­: I.: ; = 
• • • •• •• •• •. 1.• •• 

• ~7-•--~~ 
• • 0 
• 0 • • 

~ . ~, . .,., . ing purposes, is a combination of super­
graphene and standard graphene lattices 
(figure le). This structure is built of 
distorted hexagons i.e. ve1tical acetylen­
ic linkages of supergraphene were re­
placed with double carbon-carbon 
bonds. This stiucture aJso contains sp2 

Fig. 5. Supergraphene - as found by optimization algorithm: strucLure (a). unit 
cell and bond lengths (b). 

3. VALIDATION AND RESULTS 

In the first step authors tried to find arrange­
ments of carbon atoms which are already .known 
from literature. Such approach was applied to verify 
the results, obtained with use of proposed algorithm. 
Two examples of known 2D graphene-like materi­
als: supergraphene and network made of distorted 
hexagons, were'.c·selected for testing purposes (En-

and sp1 hybridized atoms. The orthogo­
nal unit cell was found with use of proposed algo­
rithm in 5th iteration (figure 6). Resultant lattice and 
corresponding unit cell were shown in the figure 7a 
and 7b, respectively. Obtatned unit cell has dimen­
sions of sAxsA and contains only 6 atoms instead of 
the one presented in paper by Enyashin and 
lvanovskii, (2011): 7.03Ax6.9J A and 36 atoms, (see 
figure le). 
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Again, similar" difference between 
bond lengths, obtained using various 
computational methods and models 
occurred. The interatomic distances, 
revealed during optimization were 
presented in figure 7b. The tight bind­
ing computations, performed by En­
yashin and Ivanovsk:ii (2011) predict­
ed distances of 1.237A between sp'­
sp' atoms. Distances between sp 1 

- si 
and sp2 

- sp2 atoms equa ls to l.413A 
and l .422A, respectively. 

Since test cases yields promising 
results, hybrid optimization algorithm 
was applied to search for the new 
stable configurations of given number 
of carbon atoms in tmit cell of f,riven 
size and pe1iodic boundaries. In the 
following example 14 carbon atoms 
placed in the 7 Ax6A rectangular unit 

cell have undergone the process of 
minimization of total potential energy. 
The rest of the algorithm's parameters 
remained unchanged, 

The progress of optimization was 
shown in figure 8. The final arrange­
ment of the atoms was obtained in 
l 27th generation. The result - a flat 
polycyclic network made of dodeca­
gons of sp2 hybridized carbon atoms 
was presented in figure 9a. More de­
tailed view on unit cell, along with 
atom's potential energies and bond 
lengths, was shown in figure 9b. 

Tbe scalability of parallel algo-
1ithm was tested on IBM BLueGene/Q 
supercomputer located -at ICM War­
saw. The supercomputer is build from 
16 core one chip IBM PowerPC A2 
1.6 GHz nodes connected by using 5D 
toms 40Gb low latency network. Each 
of the nodes has l 6GB RAM, if all 
cores are used the l GB per core is 
available. Tbe number of atoms i.n unit 
cell is low and the memory consump­
tion is low, and the lGB per core is 
sufficient iu discussed problem. The 
tests were performed for 1, 8, 16, 32, 
64, 128, 256 and 512 cores. The low­
est possible numbers of nodes were 
chosen (1 node for l, 8, 16, 2 nodes 
for 32, 4 nodes for 64, 8 nodes for 



128, 16 nodes for 256 and 32 nodes for 512 cores). 
The number of chromosomes in evolutionary a lgo­
rithm was 512, the gradient minimization and objec­
tive function was computed using single core. The 
work was divided evenly between cores, ex. for 128 
cores test case, each of the 128 nodes peJforms gra­
dient minimization for 4 chromosomes. The MPI 
was used in parallclization of evolutionary algo­

rithm. The specdup of the computations were com­
p uted and presented in figure 10. The maximum 
speedup was about 167 for 512 cores. The wall time 
was measured from start of the program till the end 
of all computations (including creation of objects 

etc.). The performance of the algorithm is not close 
to the linear and optimization of the code is planned 
in the future. 
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od was able to find already-known structures .like 
supergraphcnc, as well as new, stable one. The final 

form and properties of optimized s tructures depends 
on the asswned size, type and atomic density of the 
unit cell. Thus, the considered optimization prohlem 
can be reformulated, even using multi-criteria ap­
proach, and applied to searching for molecular struc­
ture with predefined material properties (e.g. stiff­
ness tensor). Every component of the presented al­
gorithm can be replaced with functional equivalent 

(e.g. optimization method, atomic potential), addi­
tionally proposed approach is ready to use in the 
optimi7..ation of tbe three-dimensional molecular 
structures. The parallel approach used in the most 

time consuming parts of algorithm such as conjugat­
ed gradient minimization and evaluation of the fit-
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Fig. 9. New carbon network found by optimization algorithm: st111rt11re (a), unit cell (b). 
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ness function significantly reduces 
the time of optimjzation. The 
scalability of the algorithm for up 
to 512 cores on IBM BlueGenc/Q 
was tested and presented in the 
paper. Analysis of the times or 
computations yields great scalabil­

ity of implemented algorithm. Ob­
tained results and possible applica­

tions of described method make it 
a potential tool for molecular op­
timization, not only for the flat, 

carbon systems. 
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POSZUKJWANIE NOWYCH , PLASKICH 
MATERIA·LOW GRAFENOPODOBNYCR PRZY 

UZYCIU RYBRYDOWEGO ALGORYTM U 
OPTYMALIZACJI 

Strcszczcnie 

W artykule pr7..edstawiona zostaJa meloda optyn1alizacji pla­
skich sieci zbudowanych z atom6w wi;gla. Propcmowane podej­
S<:ie bazuje na pol<Jczeniu r6wnolegtego algorytmu ewolucyjnego 
z mctodij. gradicntu sprzyioncgo. Funkej11 celu jest wartosc cnergii 
potenejalncj calcgo ukladu atom6w. Gt6wnym zadaniem algoryt­
mu jest znalezicnie stabilnych polozen alom6w w kom6rce ele­
mcntamej - odpowiadaj:icyeh minimum cnergii potencjalnej 

calcgo ukladu. Algorytm ewolucyjny zostal zr6wnoleglony (po­
dzial populacj i na cz<;sci), ponadto wspomagaj!}ey go algorytm 

gr<Jdientowy (wbudowany w program LAMMPS) moze r6wniez 
bye uruehomiony w wersji sekwencyjncj, jalc i rownoleglej. Jako 
model oddzialywan mii;dzy atomami wiygla zastosowano poten­
cjal ATREBO, uwzgliydniaj!jcy r6ine stany hybrydyzacji atom6w 
wc;gla. W pracy zaprezentowano wyniki optymalizacji obcjmuj!}ce 
poszukiwania ZJJanych material6w literatury plaskich materiat6w 
grJfenopodobnych, jalc i nowych konfiguracji . Ponadto. d1a 
nowych struktur wyznaczono parametry mcchaniczne. 
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